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One iterative in Grover’s original quantum search algorithm consists of two Hadamard—Walsh transformations,
a selective amplitude inversion and a diffusion amplitude inversion. We concentrate on the relation among the
probability of success of the algorithm, the phase shifts, the number of target items and the number of iterations
via replacing the two amplitude inversions by phase shifts of an arbitrary ¢ = p(0 < ¢, < 2m). Then, according
to the relation we find out the optimal phase shifts when the number of iterations is given. We present a new
quantum search algorithm based on the optimal phase shifts of 1.018 after 0.57/+/M/N iterations. The new
algorithm can obtain either a single target item or multiple target items in the search space with the probability

of success at least 93.43%.

PACS: 03.67. Lx, 03.67. —a, 89. 20. Ff

A quantum computer can perform computation in
a parallel way, but it outputs an answer with a certain
probability. Recently many quantum algorithms have
been presented to improve the probability of achieving
the answer.

In 1996, Grover!! presented a quantum search al-
gorithm, which reduces the computational complex-
ity of the classical search algorithms O(N/M) to
O(y/N/M), where M is the number of target items,
and N = 2" is the number of items in the search
space. Subsequently, a lot of pursuers analysed some
aspects of Grover’s original algorithm, such as initial
state,[?] the Walsh-Hadamard transition,®! and phase
shifts.[*=6 In 1999, Zalkal”l proved that Grover’s algo-
rithm is the most efficient algorithm when there was
only one target item in the search space. In 2000,
Nielson and Chuang® indicated that the probabil-
ity of success of Grover’s algorithm is too low when
the target items exceeded half of the search space.
To overcome this disadvantage, Younes®! proposed a
quantum algorithm with probability of success not less
than 87.88% for any M (1 < M < N) using the par-
tial diffusion operator. In 2005, Grover('9! presented
a fixed point quantum algorithm with phase shifts of
/3, which could obtain a target item after a single
iteration with probability over 90% when the number
of matches is more than one third of the search space.
In 2007, Younes!'!! designed a fixed phase quantum al-
gorithm, of which the probability of success is at least
99.58% after k = 1.91684w/,/M/N iterations.

In this Letter, we research the relation among the
probability of success, the phase shifts, the number of
target items and the number of iterations by replac-
ing the two amplitude inversions with arbitrary phase
shifts in quantum search algorithm. We give the op-
timal phase shifts according to the relation for some
special number of iterations. We present a new quan-

tum search algorithm with the phase shifts of 1.018,
of which the probability of success is at least 93.43%
for all the M (M € [1, N]).

Grover proposed a quantum search algorithm that
could search faster than any other known classical al-
gorithms. One iterative in Grover’s original quantum
search algorithm is expressed as

G=GH,f,mm)=—HSyH S} r, (1)

where
Sox =1~ (1—=¢™)[0)(0] =1 —2[0)(0], (2)
which is called the selective amplitude inversion, and
Spr=1— (=Mt =1-2t)t,  (3)

which is called the diffusion amplitude inversion, and
|0) denotes the n qubits with zero, |t) is the target
item, i = /—1, H is the Hadamard-Walsh transfor-
mation, Iis the identity operator.

Brassard® generalized Grover’s original algo-
rithm, and obtained the Grover operator of an arbi-
trary phase shifts G’, which is expressed as

G/ = GI(Ha f7¢)(10) = _HSO,¢HTSf,g07 (4)
where ¢ and ¢ are the arbitrary phases, and

So.p =1~ (1—¢?)[0)(0],
St =1~ (1—e?)[t)(t]. (5)

From the above description, we can obtain that the
phase-m Grover operator is a special case of G'.
The operation of G’ can be seen as a circumgyra-
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two-dimensional space. The orthonormal basis is
formed by the sum of target items |a) and the sum
of non-target items |3), where

1 " 1 ’
o) = WZT: lz), 18) = \/ﬁ; lz), (6)

and Zm" denotes a sum over ¢ which represents tar-
get items in the search space, and Zz/ denotes a sum
over ¢ which represents non-target items in the search
space.

Every pure state |u) involved in the quantum
search space has a unique decomposition |u) = a|a) +
b|3), where |a|>+|b|> = 1, and all the state vectors can
be written in this basis as |u) = (a,b)?. Then the ini-
tial state of searching is given by |¢) = (sin @, cos #)T,
where sin® = M/N. We set the phases ¢ = ¢ ac-
cording to the phase matching proposed by Long.'?
The operator G’ can be expressed as matrices in the
linear space, i.e.

! _ -Al -/42
o= w] 7)
A = — exp(i¢)[sin® 0 exp(ip) + cos? 0],

Ay = sinf cos 01 — exp(id)],
By = sinf cosfexp(id)[1 — exp(i)],
By = — [cos® O exp(i¢) + sin’ 6].

Then we can obtain that the characteristic equation
of the matrix

A2+ [sin? 0(1 —exp(ip))? +2 exp(ig)] A +exp(2i¢) :( 0).
8

Let cos(d) = 2sin? #sin?(¢/2) — 1, we can obtain the
eigenvalues

A+ = exp(i¢) exp(Fid), 9)

and the eigenvectors of G’ as follows:

(s
(sin(26) sin(¢/2) exp(ip/2)) (10)

sin? @ sin ¢ + sin &

T
lp~) = <(sin(29) sin(¢/2) exp(ip/2))’ 1) 7 (11)

where G'[1)*) = \+|y*). Using the eigenvalues the
amplitude of the quantum state after k iterations of
G'2 will be obtained easily.
Assuming that the
1

V2r

iterations of G’ on the initial state, we obtain

initial state is |[¢Y) =

Zin:gl |z), phase shifts is equal, after applying k

[ F)y = G (sin 6, cos 0)T = (ay, by,)~ . (12)

Since the initial state can be expressed by the eigen-
vectors, i.e.

) = v [™) +uplp7), (13)
then we have
[ ®)) = G*|gp) = GF (vl ™) + vhlvT))
=AD" [T) + (M) uh[e™) = (ak, br)"

(14)
Thus we obtain
ar. = (Ap) v+ (A)*o, (15)
where
Lo, .
=0 sin(QS;I)l siens(j)l/gg) ei;n(fg; /2)’ (16)
, sin? #sin ¢ + sin & (17)

= "25in(20) sin(¢/2) exp(ip)2)”
From [¢p(1) = G (sin 6, cos0)T = (a1,b1)7, it is easy
to obtain

a; = sin (2 cos d exp(i¢) + 1). (18)

If we also have [¢) = (sinf,cos8)? = (ag,bo)T, then
we obtain
ap = sin6. (19)

By using Egs. (15), (18) and (19), we have
_ sinf(2cosdexp(ig) +1—A_)

U1 Ap — A ’
vy — sin (A4 )Q\jO_S (i\e_XP(W) 1) . (20)
Hence
ap = Zii? (exp(igk) sin((k + 1)J)
+exp(ig(k — 1)) sin(kd)). (21)

Similarly, we can obtain by in the form

sin 6

sin 6

by = exp (ip(k — 1)) (sin((k + 1)8) + sin(kd)).
(22)

Measuring the quantum state, we can obtain the tar-

get item with the probability of success p, which is

p =|ax|* = sin® 6{[cos(k¢) sin((k + 1)d)
+ cos((k — 1)¢) sin(kd)]? + [sin(k¢) sin((k + 1)8)
+ sin((k — 1)¢) sin(kd)]* } / sin? 6. (23)

From the equality (23) we can obtain the relation
among the probability of success p, the phase shifts
¢, the number of iterations k and the number of tar-
get items M. If k is fixed, the relation of the others
can be confirmed. It is the same as phase shifts.

In this study, we assume that the number of itera-
tions k is specified in advance and to ensure that the
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probability of success of getting the target items is not
less than some value we define the optimal phase shift
as follows.

Definition 1. Letting p;; be the probability of suc-
cess of obtaining the target items with phase shifts
of ¢; when the number of target items is j and
pi = min{p;;}, 1 < j < N, then we define the op-
timal phase shifts

¢opt = ¢{j!pj= max {p;}}-
0<i<an

Taking several given numbers of iterations as an ex-
ample, we can give the optimal phase shifts and the
corresponding probability of success according to the
experimental simulations.

Let the number of iterations k is 7/(2sind). The
relation among p, ¢ = ¢ and M/N is shown in Fig. 1.
From Fig. 1, we know that the optimal phase shift is
1.018, and the algorithm using phase shift of 1.018 can
reach a probability of success not less than 93.43% for
an arbitrary M.
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Fig.1. Relation between p, ¢ and M/N when k is
w/(2sin0).
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Fig. 2.

Relation between p, ¢ and M/N when k is
¢/(2sin0).

Let the number of iterations k is ¢/(2sin#). The
relation among p, » = ¢ and M/N is shown in Fig. 2.

From Fig.2, the optimal phase shift is 5.734. The
algorithm with phase shift of 5.734 can achieve the
probability of success not less than 98.03% for an ar-
bitrary M.
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Fig. 3. Relation among p, ¢ and M/N when k is ¢/sin6.

Let the number of iterations k is ¢/siné. The re-
lation among p, ¢ = ¢ and M/N is shown in Fig. 3.
From Fig. 3, the optimal phase shift is 6.019, of which
the algorithm can succeed with probability not less
than 99.58%. The same result was also obtained by
Younes. 1]

The relation obtained here can help us to design
the new algorithms using different phase shifts accord-
ing to the success probability we desired and the num-
ber of iterations the computational ability can achieve,
which is important to exhaust attack in cryptography.
Selecting the optimal phase shift of 1.018 under the
number of iterations k = w/(2sinf), we propose a
new algorithm in the following.

Assuming the number of target items in the search
space is M, we give the algorithm as follows.

Step 1. Setting the n qubits to be zero, then
|s)®™ = |0)®™ is the initial state. Applying U = H®"
on the |s)®" we can obtain

2" —1

W) =UI)®" = 5 3 |y = /M Na)
=0
+ VIV = I)/NIB) = (sin(6). cos())".

(24)

where 0 < 0 < /2.

Step 2. Letting the phase shift 1.018, k£ =
7m/(2sin(f)) and applying the k iterations of G’ on
|1}, we can obtain

|¢(k)> sz(sin(9)7cos(9))T = (ag, b)) 7, (25)
sin(6
sin(9)
+ exp(ig(k — 1)) sin(kd)), (26)

~—

ay = (exp(igk) sin((k + 1)0)
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) o (90

+ sin(ks)).

1))(sin((k + 1)5)
(27)

by, =

Step 3. Testing the last state of the system, we
obtain the probability of p,

p =lax|> = sin® 0{[cos(k¢) sin((k + 1)d)
+ cos((k — 1)¢) i (1«5)]2 + [sin(ke) sin((k 4 1)6)
+sin((k — 1)¢) ))?}/ sin® 6. (28)

Firstly, we summarize the probabilities of success and
the number of iterations required in the proposed al-
gorithm, and compare the proposed scheme with the
algorithms presented in Refs. [1,9,11].

In our proposed algorithm, the probability of suc-
cess, p, is

= |ax|* = sin® 0{[cos(k¢) sin((k + 1)J)
+ cos((k — 1)¢) sin(kd)]?
+ [sin(k¢) sin((k + 1)0)
2

+ sin((k — 1)¢) sin(kd)]*}/ sin® 5, (29)

where the number of iterations is 7/[2sin(f)] =
7/(2y/M/N). Figure 3 shows the change of the prob-
ability of success with the increasing ratio of the target

items in search space. We can find the plot that the
minimum probability is 93.43% when M/N = 0.6143.
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Fig. 4. Probability of success after k = 7/(2sin0) itera-
tions using the phase shift of 1.018.

The number of iterations in the initial Grover’s al-
gorithm is k¢ = 7m/(4sinf) = n/(4,/M/N), and the
probability of success is p& = sin? ((QkG + 1)9). The
relation among p® and M /N using the number of it-
erations required is shown in Fig.5. The minimum
p% in initial Grover’s algorithm may reach 50% when
M/N = 0.5.

It can be seen that the probability of success of
the proposed algorithm is greatly improved, as com-

pared with the minimum probability of success 50%

of Grover’s algorithm and 88.78% of the algorithm in
Ref. [9]. Although the probability of success is slightly
lower than that of the fixed phase algorithm proposed
by Younes,['!] our algorithm just uses a quarter of the
iterations of the fixed phase algorithm.
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Fig. 5. Probability of success after the required iterations
in Grover’s algorithm.

In summary, we have investigated the relation
among the probability of success, the phase shifts, the
number of target items and the number of iterations,
and obtain some optimal phase shifts under the con-
dition that the numbers of iterations are given. Ac-
cording to the number of iterations we can accept and
the probability of success we require, we can design a
new algorithms using some of the optimal phase shifts.
Finally, we use the phase shift of 1.018 to present a
new quantum algorithm, of which the probability of
success is not less than 93.43% for the target items of
arbitrary number.
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